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Abstract 

Cancer deaths are one of the highest rates of death. Although breast cancer is 

commonly associated with women, it is sometimes seen in men, and the mortality 

rate for men with breast cancer may be higher. The importance of early detection and 

treatment of breast cancer cannot be overstated. Cancer is diagnosed at an early stage 

thanks to expert systems, artificial intelligence, and machine learning approaches, 

and data analysis makes life easier for healthcare professionals. The nearest neighbor 

method, principal component analysis (PCA), and neighborhood component method 

(NCA) approaches were employed to detect breast cancer in this study. "Breast 

Cancer Wisconsin Diagnostic" database was used to create and test the approach. 

According to the results obtained, the highest success rate with 99.42% was obtained 

by using neighborhood component analysis and the nearest neighbor classification 

algorithm method. 
 

 
1. Introduction 

 

Machine learning applications have been used in 

education, agriculture, health, etc. in recent years. It 

is widely used in studies in different fields such as 

Predictive analytical methods using machine learning 

algorithms to increase the efficiency of studies. 

Gummadi [1] conducted an analysis to improve 

students' success rates by using machine learning 

algorithms. Jagwani [2] stated that machine learning 

algorithms should be used in education to increase the 

communication performance between teacher and 

student and to provide real-time feedback advantage. 

However, different studies have been carried out 

using machine learning algorithms in many areas, 

from the estimation of the bacterial population in 

agricultural ponds [3] to the analysis and formatting 

of airline ticket prices in the aviation sector [4]. In 

addition, machine learning algorithms have been used 

in the early diagnosis of many diseases in the health 

sector. Studies have been conducted for the early 
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detection of Alzheimer's disease using machine 

learning algorithms [5,6]. 

The International Agency for Research on 

Cancer (IARC) published its most recent report on 

worldwide cancer data on December 15, 2020 [7]. 

The IARC report was prepared in light of the 

information on 36 cancer types and the frequency and 

mortality rates of cancer types from 185 countries in 

the GLOBOCAN 2020 dataset. According to this 

report, 19.3 million new cases were seen in 2020 and 

10.0 million people died due to cancer. Cancer affects 

one-fifth of the world's population at some point in 

their lives. Men had a mortality rate of 1/8 and women 

had a mortality rate of 1/11. The number of cancer 

patients who survive 5 years following diagnosis has 

been estimated to reach 50.6 million worldwide. 

Breast cancer diagnoses will account for around 1/8 

of all cancer cases in 2020, or about 2.3 million. 

Breast cancer claimed the lives of 685,000 persons in 

2020. Breast cancer ranks fifth among all cancer types 

in terms of fatality rate. [8]. 
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The first way to reduce deaths due to breast cancer is 

through early diagnosis of the disease. Breast cancer 

diagnosis by specialists is a time-consuming 

procedure that demands numerous tests. 

(mammography and magnetic resonance imaging). 

The use of machine learning techniques in medicine 

has become common thanks to advancements in 

software and imaging technology. Thus, 

computerized analysis and diagnostic artificial 

intelligence applications are developed to support 

doctors. Early detection of cancer allows for more 

treatment options and a higher survival probability, 

particularly for breast cancer patients [9,10]. In 

addition, artificial intelligence, machine learning, and 

deep learning techniques have achieved successful 

results in the last 20 years, not only on cancer but also 

on many diseases (Stroke, Alzheimer's, etc.). This has 

made the use of artificial intelligence, machine 

learning, and deep learning algorithms in medical 

image processing even more important [11,12]. 

In recent years, many studies have focused on 

breast cancer diagnosis utilizing machine learning-

based methodologies. Gupta P. (2020) [13] used the 

(WBCD) (357 benign, 212 malignant) dataset. They 

diagnosed it with 6 different methods: KNN, LR, DT, 

RF, SVM, Deep learning using Adam Gradient 

Descent Learning. They used these hyperparameters 

in their models: Number of trees in RF: 100, Max. 

depth in DT: 4, k neighbor value in KNN is, 6. The 

regularization parameter (C value) for SVM is 100, 

and the Coefficient Value(C)for LR is 1. Epoch value 

is 150 in DL. They reported the most successful 

method is deep learning using the gradient descent 

method with 98.24% accuracy rates. Chaurasia V. 

(2018) [14] used NB, RBF Neural Network, and J48 

algorithms to classify breast cancer diagnosis. They 

tested their method on the WBCD dataset and they 

obtained this method’s accuracy rates respectively, 

97.36%, 96.77%, and 93.41%. They used 10-fold 

cross-validation for ML methods. Tafish M. [15] used 

the KNN, ANN, and SVM methods to solve this 

problem. And firstly they applied to data scaling and 

normalization then feature selection methods. He 

reported that the SVM method is the most successful 

than other methods with a 77.63% accuracy rate on 

the Breast Cancer Data in Gaza Strip (BCDG) dataset. 

Gopal V.N., [16] used PCA for the feature selection 

method and three different classification methods LR, 

RF, and MLP.  In the study of Gopal et al. [16], the 

properties of the MLP classifier; It was determined as 

“learning rate: 0.001, max iteration: 200, tol: 0.0001, 

10 cross-fold validation”. These method accuracy 

rates were 79%, 95%, and 98% respectively. Sawssen 

et.al. [17] used the PCA dimension reduction method 

and Differential Evolution (DE) algorithm of Radial-

Based Function Kernel Extreme Learning Machines 

(RBF-KELM) in the classification of breast cancer in 

their study. The results of the algorithm were tested 

on the WBCD and MIAS databases and compared. 

Algorithms accuracy rates were 98.18%, 72.7%, 

94.54%, 90.9% for KELM, Poly-KELM, Wav-

KELM, SVM respectively. Ismaili et.al. [18] using 

the MIAS data set, achieved 86.96% and 95.15% 

accuracy rates as a result of the SVM and ANN 

methods. Ateş et.al. [19] using the WBCD data set, 

achieved 96.5%, 92.4%, and 96.5% classification 

accuracy rates as a result of the NB, DT, and MLP 

methods. Selvi et.al. [20] using SVM, NB, RF, and 

KNN methods and tested that performance on the 

WBCD data set, achieved 93.865%, 94.74%, 96.49%, 

91.23%, and 98.24% accuracy rates. Rahman et al 

[21] created an ANN classification model for the 

classification of breast cancer. They determined the 

number of neurons in a single hidden layer of the 

ANN as 15 using the Taguchi method. The success of 

the developed model was tested on the Wisconsin 

Diagnostic Breast Cancer Dataset. It was stated that 

the proposed model reached 98.8% accuracy in breast 

cancer classification. Akay et al. [22] proposed an 

SVM-based method with grid search and combined 

with feature selection for the diagnosis of breast 

cancer. They tested their method on different training-

test sections of the Wisconsin breast cancer dataset 

(WBCD). The highest classification accuracy 

(98.53% for 70-30% training test partition) was 

obtained with the SVM model with five features. 

İbrahim et.al. [23] in their study, before passing the 

features to the classification step, made feature 

selection using the variance of the input features and 

correlation analysis. An ensemble method was 

selected from seven classification algorithms to 

improve breast cancer classification. They tested 

performance on the WBCD data set, achieving 99% 

accuracy rates. Memon, M. H. [24] used the linear 

SVM method to solve the breast cancer classification 

problem. They used preprocessing methods such as 

missing value detection, standard scalar, and min-

max scalar. They selected the most relevant features 

with the REF method. They split the dataset into 70% 

for training and 30% for testing. Memon and his team 

[24], which has the closest accuracy to their study, 

used c=1, γ= 0.0001, time: 0.03 s parameter values in 

the SVM classifier and achieved 99% accuracy on the 

WBCD dataset. Bayrak, E.Y. [25] used the multiclass 

SVM and MLP methods and reported that the both 

SVM and MLP method accuracy was 95.37% for 66-

33% train test splits.  Kumar, P.P. [26] proposed a 

random decision tree algorithm. The weighting of the 

features according to the feature importance was 

carried out by the Core Neutrophic C-Means 
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Clustering method. Larger weights are assigned to 

applicable features and smaller weights to less 

applicable features. Performance analysis was tested 

on the Wisconsin Breast Cancer dataset with a 70%-

30% training-test rate. SVM method test accuracy 

was 80% for the WBCD dataset.  

Although there are many applications in the 

literature for the detection of breast cancer, research 

on this subject is still continuing since the desired 

level of success has not been achieved. Considering 

the methodological approach and results of this study, 

its contributions to the literature are summarized in 

articles. 

 Unlike the studies summarized above, in this 

study, first of all, the feature set in the data set was 

analyzed. The local outlier method was applied 

for radius mean and tissue mean values, and 

outliers were removed. Thus, the success of the 

classification algorithm is increased. 

 In the analysis of the WBCD data set used in the 

study, it was determined that the data in the 

feature set did not show a natural distribution. For 

this reason, a standardization process was applied 

to the data set in order to increase the 

classification success. 

 The train test segmentation rate of 70%-30%, 

which was reported to have the highest success 

when the literature was analyzed, was also 

adopted in this study. 

 In this study, two different feature 

reduction/selection methods (PCA and NCA) 

were applied to the data set separately, and the 

performances of the KNN classifier trained with 

the selected data feature vector were compared. 

 Five different performance metrics (Accuracy 

Sensitivity Specificity Precision F1 MCC Kappa) 

were used to analyze the experimental results. 

 The obtained results proved that the NCA feature 

selection and KNN classification algorithm 

reached a 99.42% accuracy rate and a 0.42% 

higher performance was obtained than the closest 

high-performance study in the literature. 

The organization of the paper consists of three main 

parts. In Section 2, features of Breast Cancer in 

Wisconsin dataset, outlier detection, standardization 

and separation of the dataset, designed feature 

selected methods: PCA, NCA, and classification 

method: KNN method. And also performance metrics 

are included in Section 2. Section 3 includes 

experimental results and discussion. In that part, the 

confusion matrix and performance table are presented 

for all methods. In addition, the results of previous 

studies and the performance of the proposed method 

are compared in this section. All the important results 

of the study are summarized in the conclusion section. 

2. Material and Method 

 

This section offers details on the dataset and machine 

learning methods used to construct computerized 

algorithms for breast cancer detection. 

 
2.1. Dataset for Breast Cancer in Wisconsin  

The dataset [27], which is available in the UCI 

machine learning repository, was used in this study. 

There are 569 samples in this data collection, each 

with 32 characteristics (Figure 1). These are ID, 

diagnostic, and 30 real-valued input properties. The 

data collection contains 569 samples, 357 of which are 

benign and 212 of which are malignant. There are no 

situations where information is missing. To calculate 

features, a digitized picture of a fine needle aspirate 

(FNA) of a breast mass was used by Dua et al [27]. 

Features indicate the characteristics of the cell nuclei 

in the image. Ten real-valued features are determined 

for each cell nucleus: Radius, environment, area, 

evenness (local variation in radius lengths), 

compactness (perimeter2 / area - 1.0), concave points, 

symmetry, fractal dimension ("coastline 

approximation" - 1) [27]. 

 

 
Figure 1. Benign (B) and malignant (M) data distribution  

 
This listed feature set is presented as an input 

to the classification algorithm proposed in the study 

and a two-class problem is solved. 

 

2.2. Outlier Detection 

Many statistical testing and machine learning 

algorithms are susceptible to outliers. Outliers reduce 

classification success. The outlier value may be caused 

by the error made in the measurements, and for a good 

performance, these values should be detected in the 

dataset and taken before the classification step. Within 

the scope of this study, the local outlier method was 

applied for radius mean and tissue mean values, and 

outliers were removed (Figure 2). 

The boxplot in Figure 2 provides a 

visualization of the statistics for the two features. The 

bottom and top of each rectangular box represent the 

border of the 25th and 75th percentiles of the data for 
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that sample, respectively, and the data in this range in 

the rate. The red line in the middle of the box is the 

median value of that feature. The dashes at the top and 

bottom of the box and the horizontal line at the end 

represent the normally distributed maximum and 

minimum values of the data. The red '+' symbols 

outside this horizontal line indicate the outliner values. 

 
Figure 2. Display of radius mean, tissue mean 

values, and outliers 

 
2.3. Standardization and Separation of Dataset 

If the data set features do not resemble naturally 

distributed data, the classification may not work 

properly (such as gaussian with zero mean and unit 

variance) [28]. As a result, adopting the data 

standardization method is advantageous.  Many 

machine learning estimators in scikit-learn require 

dataset standardization. The data is rescaled using a 

mean of 0 and a standard deviation of 1.  The 

distribution approaches normal. The mean value is 

subtracted from the obtained value and divided by the 

standard deviation value and is shown in Eq. (1). Here 

x is the value in the data. μ is the mean. σ is the 

standard deviation of the data.  

 

𝑧 =  
𝑥−𝜇

𝜎
                                           (1) 

 

Before beginning the model's training phase, the data 

set was separated into two clusters after 

standardization.  On the training set, the model was 

trained, and the model's success was tested on the test 

set. As our training set grows, our model will learn 

better. As our test set grows, evaluation metrics will 

produce more reliable test accuracy results. Rahman 

et.al. [21] Wisconsin dataset was used in their study 

and they studied the dataset with 60%-40%, 70%-

30%, and 80%-20% training-test rates. The highest 

success was achieved in the application where they 

divided 70%-30% with an accuracy of 98.5%. In the 

application where they divided it by 80%-20%, the 

success decreased to 94.7%. Akay [22], on the other 

hand, found an accuracy rate of 98.19% when he chose 

the training-test partition ratio of 50%-50%. The 

accuracy rate is 99.24% when he chose 70%-30%. The 

accuracy rate is 98.8% when he chose 80%-20% in his 

study.  

 

2.4. Principal Components Analysis 

Principal Components Analysis (PCA) is a 

multivariate size reduction technique that uses 

orthogonal transformations to condense a large 

number of linked variables into a smaller set.  [29,30]. 

The equations used to calculate the principal 

components are presented in Equations (2-5). For t= 

(1,2, …, n), {x(t)} represents a random dataset 

containing zero-mean features. In this case, the 

covariance matrix is R; 

 

𝑅 =  
1

𝑛−1
∑ [𝑥(𝑡)𝑥(𝑡)𝑇]𝑛

𝑡=1                                               (2) 

 

  It has been calculated as (3) was used to 

calculate linear combinations of variables in the 

original data, namely the linear transformation from 

x(t) to y(t). 

 

𝑦(𝑡) = 𝑀𝑇𝑥(𝑡)                                                 (3) 

 

  M is an orthogonal matrix of size n × n. 

Column, i. is equal to the eigenvector. In this case, at 

the point, the eigenvalue problem can be written as in 

(4). qi denotes the eigenvector and R an eigenvalue of 

the covariance matrix. (λ1>λ2>⋯>λn). 

 

𝑖𝑞𝑖 = 𝑅𝑞𝑖                                  (4) 

 

  The principal components were calculated 

with the help of (5). Here yi(t), i. symbolizes the basic 

component [29,30]. 

 

𝑦𝑖(𝑡) =  𝑞𝑖
𝑇𝑥(𝑡), 𝑖 = 1,2,3, … , 𝑛                           (5) 

 

2.5. Neighborhood Components Analysis 

Neighborhood component analysis (NCA) is a 

supervised learning method that uses a distance 

measure to classify multivariate data [31]. It is a metric 

learning machine learning algorithm. It learns a 

supervised linear transformation to improve the 

stochastic nearest neighbors’ rule's classification 

accuracy in the modified space [32]. NCA is a 

statistical method that is used to improve accuracy. 

NCA's goal is to create an optimal objective function 

by utilizing a gradient-based optimizer. NCA selects a 

neighbor at random and returns the predicted decision 

for each class in which each point i selects a 

neighboring j point with a distance dij between points 

i and j and a probability of Pij as Eq. (7) [33]. 
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  The sum of the absolute differences between 

the feature vectors given in Eq. (6) is multiplied by the 

weight of the vector to find the distance between them. 

The distance between xi and xj is dij.  

 

𝑑𝑖𝑗 =  ∑ 𝑤𝑙
2|𝑥𝑖𝑙 − 𝑥𝑗𝑙|

𝑝
𝑙=1                               (6) 

 

  The weight of the first feature is represented 

by wl. Unlike the K-Nearest Neighbor algorithm, the 

NCA selects a random neighbor for each class and 

makes the predicted judgment.  Here, each point xi 

chooses a neighboring point xj with probability Pij. 

 

𝑃𝑖𝑗 =
𝑘(𝑑𝑖𝑗)

∑ 𝑘(𝑑𝑖𝑘)𝑘=𝑖
;  𝑃𝑖𝑗 = 0                               (7) 

 

 is a kernel function.  The possibility of 

each point being chosen as the reference point is 

influenced by the kernel width d.  The predicted 

fraction of time is represented by Probability Pi. The 

point i will be labeled in the correct class (Eq. 8) 

denoting the set of points in the same class as i. To 

maximize the objective function, (Eq. 9) is applied.  

 

𝑃𝑖 = ∑ 𝑃𝑖𝑗𝑗∈𝐶𝑖
                                              (8) 

𝑓(𝑤) =  
1

𝑛
∑ 𝑃𝑖

𝑛
𝑖=1                                                     (9) 

 

2.6. k-Nearest Neighbor Classification Method 

Because of its simplicity and efficiency, the k-Nearest 

Neighbor Classification Method (KNN) is a 

commonly used pattern classification technique. It is 

one of the effective classification algorithms among 

supervised learning methods [34]. Also, KNN, a 

powerful multivariate statistical method that uses 

distance and assesses differentiating features [35], 

employs distance and analyzes distinguishing 

features. It makes no assumptions about the data's 

statistical properties. KNN predicts the class attribute 

based on the k nearest training instances in the feature 

space.  It selects the class by taking into account the 

most representative samples given a data set, using 

the k closest samples from the classified training data. 

The Euclidean distance similarity metric was 

employed to pick neighbors in this study. The 

calculation of Euclidean distances is done as in Eq. 

(10) [36]. 

 

𝐸𝑢𝑐𝑙𝑖𝑑𝑒𝑎𝑛 𝐷𝑖𝑠𝑡𝑎𝑛𝑐𝑒 =  √∑ (𝑥𝑖 − 𝑦𝑖)2𝑛
𝑖=1          (10)   

         

In this case, xi and yi are two Euclidean n-space points. 

The classification accuracy was evaluated by dividing 

the number of successfully classified samples by the 

total number of samples after all test samples were 

categorized by KNN. Eq. (11) is used to calculate the 

mean absolute error (MAE) [36]. 

 

𝑀𝑒𝑎𝑛 𝐴𝑏𝑠𝑜𝑙𝑢𝑡𝑒 𝐸𝑟𝑟𝑜𝑟 =  
1

𝑛
∑ |𝑦𝑖 − 𝑥𝑖|𝑛

𝑖=1           (11) 

 

In this study, the design model type of KNN 

is Fine. The distance metric is Euclidean. The number 

of neighbors (k) is 3. Distance weight is equal. 
 

Table 1. Performance Evaluation metrics 

Performance Metric Acronym Equation Explanation 

Precision (Positive 

Prediction Value) 
PPV 

𝑇𝑃

𝑇𝑃 + 𝐹𝑃
 

From all samples projected to be positive, the 

proportion of accurately predicted positive 

samples.  

Negative Prediction Value NPV 
𝑇𝑁

𝑇𝑁 + 𝐹𝑁
 

From all samples projected to be negative, the 

proportion of accurately predicted negative 

samples.  

Sensitivity –Recall (True 

Positive)  
TPR 

𝑇𝑃

𝑇𝑃 + 𝐹𝑁
 

The ratio of TP results in the total number of true 

positive samples. 

Specificity (True Negative)  

 
TNR 

𝑇𝑁

𝑇𝑁 + 𝐹𝑃
 

The ratio of TP results to the total number of true 

negative samples. 

Accuracy ACC 
𝑇𝑃 + 𝑇𝑁

𝑇𝑃 + 𝑇𝑁 + 𝐹𝑃 + 𝐹𝑁
 

The ratio of the number of correct guesses made by 

the method to the total number of guesses made. 

F-Score F-Score 
2×𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛×𝑟𝑒𝑐𝑎𝑙𝑙

𝑝𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛+𝑟𝑒𝑐𝑎𝑙𝑙
  

The F-Score value shows us the harmonic average 

of the Sensitivity and Recall values. 

MCC-Matthews correlation 

coefficient 
MCC 

max ([(𝑇𝑃 ∗ 𝑇𝑁) − 𝐹𝑃 ∗ 𝐹𝑁)/((𝑇𝑃 + 𝐹𝑃) ∗ 𝑃 ∗ 𝑁 ∗ (𝑇𝑁
+ 𝐹𝑁))^0.5] ,   [((𝑇𝑃 + 𝐹𝑃) ∗ 𝑃 ∗ 𝑁 ∗ (𝑇𝑁 + 𝐹𝑁))^0.5]) 

 

Cohen's Kappa Kappa 

po = ACC 

pe = ((P ∗ (TP + FP) + (FN + TN))/(TP + TN + FP + FN)^2 

kappa = max([
po − pe

1 − pe
;
pe − po

1 − po
]) 



H. Doğan, A. B. Tatar, A. K. Tanyıldızı, B. Taşar / BEÜ Fen Bilimleri Dergisi 11 (2), 594-604, 2022 

599 

2.7. Performance Evaluation Methods  

A range of performance criteria was used to compare 

the performance of early detection of breast cancer 

using machine learning techniques [37-39].  In Table 

1, TP is actual value positive and prediction positive. 

FP is actual value negative and prediction positive. 

TN is actual value negative and prediction negative. 

FN is actual value positive and prediction negative. 

The terms recall, sensitivity, precision, and 

specificity values are described and all these metrics' 

formulas are in Table 1 [37-40]. The most frequently 

used performance criteria in machine learning 

applications, F1 score, MCC, Kappa, and Percentage 

accuracy values are calculated with the formulas in 

Table 1 and presented in the results section.  Table 1 

also includes the theoretical explanation and 

abbreviation of each criterion. 

3.  Results and Discussion 

Figure 3 shows the confusion matrices obtained for 

the application of breast cancer detection using the    

KNN, PCA+KNN, and NCA+KNN methods. As can 

be seen, the approach with the highest TP and FP 

rates is the combined use of NCA+ KNN.  

  At the end of the study, 108 of 109 benign 

cells were predicted correctly and 1 was incorrectly 

predicted by the KNN method. Out of 62 malignant 

cells, 55 were predicted correctly and 7 were 

incorrectly predicted. With the PCA+ KNN method, 

103 of 109 benign cells were correct and 6 were 

incorrect; Out of 62 malignant cells, 55 were 

predicted correctly and 7 were incorrectly predicted. 

By the NCA + KNN method, 108 of 109 benign cells 

were predicted correctly and 1 was predicted 

incorrectly. Table 2 shows the performance metric 

table. After feature selection with PCA, the use of the 

KNN classifier has a 92.39% accuracy rate, although 

it reduces the success. In the application where only 

the KNN algorithm was used, an accuracy rate of 

95.32% was achieved. The highest success was 

obtained in feature selection with NCA and 

classification with KNN, and the accuracy rate was 

99.42%. The F1 score performance values of these 

three methods are 0.9643, 0.9406, and 0.9954, 

respectively. Sensitivity, Specificity, Precision, 

Kappa, and MCC values are also included in the 

table. 

Figure 3.  Confusion matrices of classification methods 

KNN PCA+KNN 

  
NCA+KNN 
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Table 2. Performances of classification methods 

Classifier Accuracy Sensitivity Specificity Precision F1 MCC Kappa 

KNN 0.9532 0.9908 0.8871 0.93.91 0.9643 0.8966 0.8966 

PCA + KNN 0.9240 0.9450 0.8871 0.9364 0.9406 0.8350 0.8350 

NCA + KNN 0.9942 0.9908 1 1 0.9954 0.9875 0.9874 

Table 3 summarizes the results of chest cancer 

detection studies using the WDBC dataset. It is seen 

that the classification accuracies of the existing 

studies in the literature vary between 72% and 99%, 

the precision value varies between 78% and 100%, 

the recall value varies between 79% and 99.24%, and 

F1 scores vary between 75% and 99%. In this study, 

the 99.42% accuracy, 100% precision, 99.08% recall, 

and 99.54% F1 score values obtained with the NCA 

+ KNN method are relatively higher than the studies 

in the literature.  

 
Table 3. Comparison of the results of some breast cancer diagnosis studies using the WBCD dataset 

*** k-Nearest Neighbor (KNN), Logistic Regression (LR), Decision Tree (DT), Random Forest (RF), Support Vector Machine (SVM), 

Artificial Neural Network (ANN), Naive Bayes Algorithm (NB), RBF Neural Network, Kernel Extreme Learning Machine (KELM)  

 

Study 

Outliner  

Detection 

Data 

selection 

 

Classification 

Algorithms 

Accuracy 

(%) 

Precision Recall 

/ 

Sensitivity 

F1-

Score 

 

 

Gupta (2020)[13] 

 

 

 

X 

 

 

        

         

KNN 95.8 93.5 93.5 93 

LR 95.8 96.5 95 95.5 

DT 95.8 96.5 95 95.5 

RF 97.2 97 97.5 97 

SVM 97.2 97.5 97 97 

DLL 98.24 98 98 98 

Chaurasia (2018) 

[14] 

 

X 

 

X 

NB 97.36 - 97.4 - 

RBF Neural 

Network 

96.77 - 97.07 - 

J48 Algorithm 93.41 - 93.4 - 

 

Gopal (2021) [16] 

 

X 

 

         

LR 79 78 79 78 

RF 95 90 94 92 

MLP 98 98 97 96 

 

 

Sawssen (2022) 

[17] 

 

X 

 

         

PCA+KELM 98.18 - 94.83 92.80 

PCA+Poly-

KELM 

72.7 - 93.82 90.51 

PCA+Wav-

KELM 

94.54 - 100 91.26 

PCA+SVM 90.9 - 85.91 91.04 

 

 

Ateş (2021) [19] 

 

 

X 

 

 

X 

NB 96.5 96.70 93.70 95.20 

DT 92.4 87.90 92.10 89.90 

MLP 96.5 95.20 95.20 95.20 

 

 

Sevli (2019) [20] 

 

 

X 

 

 

X 

SVM 93.86 97.37 86.05 - 

NB 94.74 100 86.06 - 

RF 96.49 95.35 95.35 - 

KNN 91.23 94.59 81.39 - 

LR 98.24 100 95.35 - 

Rahman (2020) [21]  X X ANN 98.8 98.40 99.10 98.80 

Akay (2009) [22] X   SVM 98.53 99.55 99.24 - 

Ibrahim (2021) [23] X  Ensemble based  99.00 99.29 96.00 97.51 

Memon (2019) [24]   SVM-linear 99.00 99 98 99 

Bayrak (2019) [25] X X SVM 95.37 95.40 95.40 - 

MLP 95.37 95.50 95.40 - 

Kumar (2021) [26] X X GA-SVM 80.00 92.50 80.00 75.00 

This Study  

 

 

 

KNN 95.32 93.91 99.08 96.43 

PCA + KNN 92.40 93.64 94.50 94.06 

NCA + KNN 99.42 100 99.08 99.54 
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As can be seen in Table 3, studies have been 

conducted in the literature on the prediction of breast 

cancer diagnosis by many different machine learning 

techniques. Although similar machine learning 

classification methods are used in the literature, the 

reason for achieving success in different accuracy 

ranges is the pre-processing and feature 

selection/reduction methods applied to the data before 

the classification step. In order to design an effective 

machine learning model, it is necessary to analyze the 

data well, detect and remove outliers, and select the 

most effective features. In this study, unlike previous 

studies, the step of detection and exclusion of outliers 

was added to the data set. When the table is examined, 

it is seen that the results of the studies with feature 

selection [13,16-17,22-24] are considerably higher 

than the results of the studies without feature selection 

[14,16-21,25-26]. PCA, KPCA, etc. in the literature. 

Although these methods were used, the feature 

selection method with NCA was applied to WBCD 

data for the first time in this study. And the obtained 

results showed that feature selection with NCA is 

much more efficient than feature selection with PCA. 
 

4. Conclusion 

In this study, three models for the diagnosis of breast 

cancer with machine learning methods have been 

developed. The dataset was used for training and 

testing the developed method. According to the 

results obtained, it was seen that the highest 

classification success was obtained by using the 

NCA+KNN technique with 99.42%.  

It is thought that this method can be used as 

an assistive system for physicians in the early-stage 

detection of breast cancer, which is an important 

problem of our time, with high accuracy. Early 

diagnosis and treatment of breast cancer prolong 

patient survival. It also shortens the treatment process 

with early diagnosis, which significantly reduces 

healthcare costs. 
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